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GO3 – Mission Impossible
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23,000+ 
contingencies…

48 time steps

at each time step!!
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What is this paper?
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Adam
•     Tracks curvature – good for NLPs!

•     But, what about MI-N/LPs?

•     But.. does Adam have enough citations??

• Almost 2 citations/minute
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Let’s give Adam a try!

•  C3E3N01576D1/scenario_027 (initialized with copper plate ED)

–1576 buses over 18 time periods

–147 contingencies at each time

–Let’s be clear: this is a “baby” system
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Limitations of the Adam solver
(and how I overcame them)
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Adam limitation 1: Adam doesn’t know about constraints ☺

GO3 MI-NLP:

Solution: relax, penalize, 
reformulate, clip, project

General Goal: push everything 
up into the objective function
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Adam limitation 1: Adam doesn’t know about constraints ☺

• Ex1) slack reformulation • Ex2) auxiliary binary reformulation

• Ex3) energy cost/value reformulation: Lots of ReLUs!!!
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Adam limitation 2: Adam is bad at what “\” is good at
1. Gradient-based methods can be slow at trivial tasks! 

• Backslash can solve this DC power flow “instantly”

• Gradient methods will notice “pressure” on the 
boundaries, and then take a step

– This pressure will slowly “flow” into the center of 
the circuit, until equilibrium is found –slow!!!

• Solution: parallel linearized power flow solves 
(across time) to “hot start” Adam
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Adam limitation 3: Adam wants to be initialized!!!
• Gradient-based methods love to be hot started

oThey are very good at staying local!!! No barrier functions/parameters are flying 
off to infinity, and gradient steps are generally small

• Solution: initialize quasiGrad with a copper plate economic dispatch (LP) 



quasiGrad.jl

11

11

Adam limitation 4: Adam doesn’t know about integers/binaries

The central premise of my quasiGrad solver:
o  Solve parallel  GO  problems with various integer relaxations, thus branching-and-

bounding over a massive number of binaries and arriving at the  optimal MINLP solution.

o  Solve penalized GO formulations with relaxed integers which are sequentially rounded, 
until all integers are fixed.
o Solve NLP with 100% binaries relaxed
o Feasibly project and fix the 25% which are closest to 1 or 0

o Solve NLP with 75% binaries relaxed
o Feasibly project and fix the 25% which are closest to 1 or 0

o Solve NLP with 50% binaries relaxed
o Feasibly project and fix the 10% which are closest to 1 or 0

o Solve NLP with 60% binaries relaxed … etc.

Similar to
Integer batch rounding (IBR)
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Adam limitation 4: Adam doesn’t know about integers/binaries
Objective: stay as close as possible to the Adam NLP solution:

         
            

         
           

      (Show projection)
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Adam limitation 5: Adam needs a huge number of steps
• Gradient-computation is the bottleneck (show proof)

• Solution: backpropagation needs to be hyper efficient

• All gradients in the quasiGrad solver are computed by hand (example):

• Backpropagation is computed entirely by hand
• Example -- chain rule, from network variable to overload penalty to market surplus:

take this off
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Adam limitation 5: Adam needs a huge number of steps
• Type-stability. Memory pre-allocation. Also… multithreading

• Computers are dumb – the following will run sequentially on a single CPU thread:

• Humans are smart – we can tell (Julia) to compute these derivatives on parallel threads: 
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Adam limitation 6: Adam solution needs to be “cleaned up”
• How do we run the final, ramp-constrained power flow clean-up? Backtracking?

– Assume the generators are initially ramp-feasible, but power balance needs a cleanup

         
            

         
           

      

            
             

          
             

1. Separate devices in two groups (a and b) 
2. Enforce the following at each time step: 

3. Power flow problems can be solved in parallel 
with guaranteed ramp-rate feasibility
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Adam limitation 6: Adam solution needs to be “cleaned up”
• This trick, probably, is what allowed quasiGrad to find 3/6 feasible solutions 

on the 23k system:
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Adam limitation 7: Adam shouldn’t “solve” contingencies
• Contingency penalties have a closed-form solution, involving a matrix inverse (PTDF)

• My strategy: at each iterative step of Adam, (i) evaluate a subset of contingencies, (ii) 
backpropagate through the worst of them, and then (iii) pass the gradients to Adam

• (i) We solve contingencies by using an iterative solver (preconditioned conjugate 
gradient, or pcg) to solve the “base-case” DC power flow solution: 

 

• By Sherman-Morrison-Woodbury, a rank-1 correction finds the contingency solution:

• With phase angles, we may now score a given contingency – worst offenders are tracked
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Adam limitation 7: Adam shouldn’t “solve” contingencies
• (ii) If a contingency score is high enough, we backpropagate through it – how???

• (This is expensive, so we dynamically skip low scoring contingencies) 

• Say the contingency score is a nonlinear function of flows:

• We want the derivative of contingency score with respect to nodal injections:

 

• This gradient is then applied to all variables which affect all nodal injections! These 
gradients are filtered and given to Adam.



quasiGrad.jl

19

19

Adam limitation 8: Adam needs explicit step-size decay***
• Adam converges much more efficiently if step-size is explicitly decayed

• quasiGrad decays steps and iteratively tightens constraint/balance penalties
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Let’s check on our d1 score!
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More generally:
Best Result: Worst Result:
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Solves GO3.  

thank you!

…still doesn’t know what a “high 
quality reserve product” is.

In Conclusion
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quasiGrad stands on the shoulders of giants
– Contingency evaluation via rank-1 perturbations [Jess Holzer]

– Iterative Batch Rounding (IBR) and general inspiration [Hassan Hajazi]

– Sparse Jacobian construction/updates [Bolognani/Dörfler]

– Contingency selection based on real-time computations [Baker/Boulder]

– Scalar homotopy factor for tightening penalty relaxations [Amrit Pandey/CMU]

– GO benchmark: PowerModelsSecurityConstrained.jl [Carelton (et al?)]

– Distributed slack for device-constrained power flow [Sairaj Dhople, et al.]

– JuMP.jl, IterativeSolvers.jl, Gurobi(.jl), LoopVectorization.jl, LimitedLDLFactorizations.jl

– More general thank-you: Dan Molzahn, Spyros Chatzivasileiadis, Amrit Pandey, Mads 
Almassalkhi, the PNNL team
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Learn More:
– Recent PSCC Submission: https://arxiv.org/abs/2310.06650 

– Supplemental Information: https://samchevalier.github.io/docs/SI.pdf 

– quasiGrad.jl: https://github.com/SamChevalier/quasiGrad

https://arxiv.org/abs/2310.06650
https://samchevalier.github.io/docs/SI.pdf
https://github.com/SamChevalier/quasiGrad
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